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Abstract

Large language models (LLMs), due to their emergent ability and
generalizability, are making new waves in developing Artificial Gen-
eral Intelligence (AGI). However, LLMs are black-box models, which
often fall short of capturing and accessing factual knowledge. In
contrast, Knowledge Graphs (KGs) are structured knowledge mod-
els that explicitly store rich factual knowledge. KGs can enhance
LLMs by providing external knowledge for inference and inter-
pretability. Meanwhile, KGs are difficult to construct and evolve by
nature, which challenges the existing methods in KGs to generate
new facts and represent unseen knowledge. Therefore, it is comple-
mentary to integrating LLMs and KGs together and simultaneously
leveraging their advantages to achieve AGI’s ultimate goal: to rea-
son, adapt, and synthesize knowledge with human-level nuance
and factual accuracy.

This tutorial aims to bridge this gap by presenting a comprehen-
sive overview of the unification of LLMs and KGs for next-level AGL
Specifically, we will cover three key frameworks: (1) KG-enhanced
LLMs, which focus on augmenting LLMs with KGs for pre-training,
fine-tuning, and inference, thereby enriching the LLMs’ factual
and contextual accuracy; (2) LLM-augmented KGs, which lever-
age LLMs to assist in tasks such as KG completion, construction,
and question answering, ultimately facilitating KG scalability and
adaptability; and (3) Synergized LLM-KG Systems and Applications,
where LLMs and KGs function symbiotically to enable real-time,
bidirectional reasoning, transforming static knowledge structures
into dynamic, AGI-driven frameworks. Through this tutorial, par-
ticipants will gain a structured understanding of the architectures,
underlying methodologies, and key advancements in LLM-KG uni-
fication, alongside insights into current real-world applications
and challenges. We will also explore future research directions,
encouraging the development of AGI systems that are not only
knowledgeable but also faithful in reasoning. This tutorial will em-
power researchers and practitioners to unlock the next level of
AGI by integrating the strengths of LLMs and KGs into cohesive,
intelligent systems.
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1 Contributors

The tutorial will be presented by the following rising/world-leading
LLMs and KGs researchers from academia and industry.

Linhao Luo

o Affiliation: Monash University

e Email: Linhao.Luo@monash.edu

e Short Bio: Linhao Luo is a final-year Ph.D. candidate at
Monash University, Australia. Prior to that, he received his
B.S. degree from Harbin Institute of Technology, China. His
research interests mainly focus on the areas of large language
models, knowledge graphs, and graph neural networks. To
date, he has published more than 10 research papers in top-
tier journals and conferences, including ICLR, NeurIPS, ACL,
EMNLP, IJCAI, WSDM, CIKM, and IEEE TKDE. He is the
author of various leading research in the field LLMs and KGs,
e.g., roadmap of unifying LLMs and KGs [14], reasoning-on-
graph (RoG) [8], GCR [10], GFM-RAG [11], ChatRule [7],
LLM-DA [18], assessing factual knowledge of LLMs with KGs
[9], and evaluating CoT reasoning of LLMs with KGs [13].

Carl Yang

o Affiliation: Emory University

e Email: j.carlyang@emory.edu

e Short Bio: Carl Yang is an Assistant Professor at Emory
University, Atlanta, GA. He earned a B.Eng. in computer
science from Zhejiang University in 2014 and a Ph.D. in
computer science from the University of Illinois in 2020. His
research focuses on graph data mining, machine learning,
knowledge graphs, and federated learning, with applications
in recommender systems, social networks, neuroscience, and
healthcare. He has published over 70 papers in top venues
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such as IEEE Transactions on Knowledge and Data Engineer-
ing, KDD, and WWW. He is the author of various leading
research in the field LLMs and KGs, e.g., knowledge graphs
for healthcare [1], ClinGen [24], and GuardAgent [23].

Evgeny Kharlamov

o Affiliation: Bosch Center for Artificial Intelligence

o Email: evgeny.kharlamov@de.bosch.com

o Short Bio: Evgeny Kharlamov is a Senior Expert at the Bosch
Centre for Al and an Associate Professor at the University
of Oslo. His research interests encompass various Al top-
ics, bridging Knowledge Representation and reasoning with
learning, recently in LLM-centered and agentic scenarios.
Evgeny’s work focuses on both theoretical aspects and practi-
cal applications across diverse industrial sectors that require
explainable, robust, and scalable Al solutions in manufactur-
ing, energy, oil, and gas. He has published 190+ papers in
prestigious international venues and journals such as WWW,
IJCAI, AAAL and SIGIR. He is the author of various papers
in the field of KGs and LLMs, e.g., on Robust Knowledge
Extraction from LLMs [15], OAG [26], P2TAG [27].

Shirui Pan

o Affiliation: Griffith University

e Email: s.pan@griffith.edu.au

e Short Bio: Shirui Pan is a Professor and an ARC Future
Fellow with the School of Information and Communication
Technology, Griffith University, Australia. He received his
Ph.D degree in computer science from University of Technol-
ogy Sydney (UTS), Australia. His research interests include
artificial intelligence and machine learning. He has made
contributions to advance graph machine learning methods
for solving hard AI problems for real-life applications, in-
cluding anomaly detection, recommender systems, and time
series forecasting. He has published 150+ papers at top con-
ferences and journals including NeurIPS, ICML, KDD, and
WWW. He is the author of various leading research in the
field LLMs and KGs, e.g., roadmap of unifying LLMs and KGs
[14], reasoning-on-graph (RoG) [8], GCR [10], ChatRule [7],
and LLM-DA [18].

2 Topic and Relevance

Tutorial Topic. This tutorial explores the unification of large lan-
guage models (LLMs) and knowledge graphs (KGs) as a pathway
toward advancing Artificial General Intelligence (AGI). The syn-
ergy of LLMs and KGs provides essential insights into the next
level of AGI, benefiting various web applications, such as search
engines, recommendation systems, and chatbots. Due to its signifi-
cance, this topic has garnered considerable attention recently. The
research community has recognized the potential synergy between
LLMs and KGs, resulting in a surge of efforts in this area. Although
their integration is still in its early stages, it shows promise for ap-
plications such as question answering, knowledge reasoning, and
recommendation systems. This tutorial will provide a structured
overview of recent attempts, architectures, and applications aimed
at unifying LLMs and KGs to develop AGI systems that are both
intelligent and grounded in factual data.
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Scope and Depth. This tutorial will deliver an in-depth exami-
nation of frameworks and methodologies for LLM-KG integration,
organized into three high-level frameworks: KG-enhanced LLMs,
LLM-augmented KGs, and Synergized LLM-KG Systems. We will
begin by covering the core challenges and limitations of both LLMs
and KGs when used independently. For KG-enhanced LLMs, we will
discuss methods for incorporating KG data into the training and
inference stages of LLMs, enhancing factual accuracy and reducing
hallucination. For LLM-augmented KGs, we will introduce tech-
niques in which LLMs support KG tasks, including construction,
and completion, improving KG flexibility and adaptability. Finally,
we will examine bidirectional reasoning in Synergized LLM-KG Sys-
tems and their applications, where both technologies interact to cre-
ate a more powerful, mutually reinforcing model. The tutorial will
conclude with applications such as AGI-driven decision-making,
question-answering systems, and recommendations, demonstrating
how unified LLM-KG systems can transform various real-world
web applications.

Importance and Timeliness. The synergy of LLMs and KGs is a
timely topic due to the rapid advancements and increased reliance
on LLMs in diverse fields. Despite the remarkable performance of
LLMs in various tasks, they often lack factual reliability and are
prone to hallucination, limiting their effectiveness in high-stakes
applications. Meanwhile, KGs, although explicit in their structure,
struggle to adapt quickly to new information and require extensive
resources to maintain. As these limitations become more apparent,
the demand for unifying these technologies to unlock their full po-
tential is critical. This tutorial addresses this urgent need, providing
the audience with a systematic and forward-looking perspective on
this frontier area, and helping researchers, practitioners, and indus-
try leaders understand and adopt these innovative approaches to
advance AGI. Although there are a few tutorials on LLMs and KGs
separately, there is a lack of comprehensive tutorials that bridge
the gap between these two technologies. This tutorial aims to fill
this gap by providing a structured overview of the integration
of LLMs and KGs, offering insights into the latest advancements,
applications, and challenges in this emerging field.

Relevance to WebConf. The topic of unifying LLMs and KGs
aligns closely with several core tracks of WebConlf, including “Graph
Algorithms and Modeling”, “Semantics and Knowledge” and “Search
and retrieval-augmented AI”. The integration of LLMs and KGs also
has profound implications for “Responsible web” as a unified frame-
work provides a more interpretable and reliable foundation for
AGI, promoting transparency and trustfulness. This tutorial’s focus
on AGI-centered applications, such as personalized recommenda-
tions, question-answering systems, and knowledge-driven reason-
ing support, highlights the relevance and transformative potential
of LLM-KG unification for web-based applications and services.

Qualification. The speakers are leading experts in the fields of
large language models, knowledge graphs, and their integration.
They have authored influential research in these areas, contributing
to both the theoretical and practical aspects of LLM-KG systems.
Their extensive experience in pioneering methods for enhanced
factual reasoning and AGI applications provides them with a unique
perspective to guide participants through this tutorial.
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3 Style

It’s a lecture-style tutorial. We will bring our own laptops for the
tutorial. Attendees do not need to bring any equipment.

4 Schedule

The detailed tutorial schedule is as follows.

(1) Introduction to LLMs and KGs: We will provide an overview
of LLMs and KGs, highlighting their strengths and limitations when
used independently. We will discuss the importance of unifying
LLMs and KGs to achieve next-level AGI and introduce the three key
frameworks for integration: KG-enhanced LLMs, LLM-augmented
KGs, and Synergized LLM-KG Systems.

(2) KG-enhanced LLMs

e Methodology I: KG-augmented LLM pre-training.
In this part, we summarize how to incorporate KGs into the
pre-training stage of LLMs to enhance their factual knowl-
edge. We will highlight the three typical methods, including:
integrating KGs into training objective [20], integrating KGs
into LLM inputs [6], and KGs instruction-tuning [25]. We will
also discuss the limitations and challenges of these methods
and provide insights into future research directions.

o Methodology II: KG-augmented LLM inference.
We present methods that inject KGs into the inference stage
of LLMs to improve their facts awareness and reasoning
capabilities. These methods need to retrieve the relevant KG
information [3, 8, 12] and incorporate them into the LLM
inference process [3, 10]. We will discuss how to design a
graph retriever for effectively retrieving information from
KGs, and then how to enable LLMs to conduct reasoning
based on the structured knowledge.

o Methodology III: KG-augmented LLM analysis.
Knowledge graphs store massive facts, which can be used
to analyze the factual knowledge of LLMs to improve their
transparency [9]. The structural nature of KGs can also be
used to certify the reasoning process of LLMs [13], which is
essential for the trustworthiness of LLMs. In this part, we
will introduce the methods to assess the factual knowledge
of LLMs with KGs and evaluate the reasoning process of
LLMs with KGs.

(3) LLM-augmented KGs

e Methodology I: LLM-augmented KG construction.
In this part, we present methods that leverage LLMs for con-
structing KGs. The process of knowledge graph construction
typically involves multiple stages, including: (1) entity dis-
covery [19], (2) coreference resolution [5], and (3) relation
extraction [17]. The LLMs can be involved in each stage
of KG construction. Recent approaches have explored (4)
end-to-end knowledge graph construction, which involves
constructing a complete knowledge graph in one step [28].

e Methodology II: LLM-augmented KG refinement.
Knowledge graphs are evolving by nature, challenging the
existing methods in KGs to generate new facts and represent
unseen knowledge. In this part, we will introduce the meth-
ods to leverage LLMs to assist in tasks such as KG completion,
ultimately facilitating KG scalability and adaptability. We
will discuss how to utilize the general knowledge of LLMs
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to predict the missing facts in KGs [7], and how to leverage
LLMs to model the temporal dynamics of KGs [18].

(4) Applications of synergized KG-LLM systems

e Application I: Synergy LLM-KG for healthcare.
In this part, we will introduce the applications of LLM-KG
systems in healthcare. We will discuss how to take advantage
of the knowledge from the medical knowledge graph to
enhance the generation and decision-making of LLMs. It
would include the applications of LLM-KG systems in disease
diagnosis, drug discovery, and personalized treatment [1, 22].

o Application II: Synergy LLM-KG for recommendation.
In this part, we will introduce the applications of LLM-KG
systems in recommendation systems. We will discuss how
to combine KGs to capture the user-item interactions and
leverage the powerful reasoning capabilities of LLMs to ana-
lyze the user preferences to improve the recommendation
performance [21]. Besides, with the help of KGs and LLMs,
we can also provide more interpretable and explainable rec-
ommendations to users [4].

(5) Conclusions and future opportunities

5 Intended Audience and Prerequisite
Knowledge

This tutorial is designed for audiences at all levels, covering from
basic concepts of large language modes and knowledge graphs,
problems to advances, and industrial applications in unifying LLMs
and KGs. While no specific knowledge is required from the audience,
people who are familiar with large language models, knowledge
graphs, graph neural networks, or work in industries related to
LLMs and KGs will find it more beneficial in understanding the
algorithms and case studies to be introduced in this tutorial.

6 Previous Editions and Relevant Tutorials

This tutorial has not been presented before but there is a list of
relevant tutorials as follows.

e WSDM24’s tutorial on “Bridging Text Data and Graph Data:
Towards Semantics and Structure-aware Knowledge Discov-
ery”. This tutorial was organized between March 4th-8th,
2024. It provides a comprehensive overview of the latest ad-
vancements in graph mining techniques that utilize LLMs
and enhance text mining methods by incorporating graph
structure information. It mostly focuses on mining meaning-
ful information from text data and graph data. However, in
the proposed tutorial, we will focus on the board topic of uni-
fying LLMs and KGs for next-level AGI, including reasoning,
trustfulness, and transparency.

e KDD24’s tutorial on “Automated Mining of Structured Knowl-
edge from Text in the Era of Large Language Models” was
organized on Aug 15th, 2024. It reviews the recent progress
in mining structural knowledge from unstructured text. It
mainly focuses on how to utilize LLMs to construct knowl-
edge graphs, which is highly related to the LLM-augmented
KG construction in the proposed tutorial. However, the pro-
posed tutorial will cover more topics, including KG-enhanced
LLMs, and applications of synergized LLM-KG systems.
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Furthermore, the presenters have rich experience in tutorials in
emerging research areas, which are highly related to this tutorial.

e ADC23’s tutorial on “Towards Data-centric Graph Machine
Learning” was organized by our contact tutor on Nov 1st,
2023. It introduces the recent works in data-enteric Al It con-
ducts an in-depth review of the recent advancements on the
collection, management, and utilization of data to drive AI
models and applications in graph machine learning. The tuto-
rial is highly related to the proposed tutorial, as it also focuses
on the utilizing the graph data to enhance the AT models.

e IJCNN23’s tutorial on “Graph Self-Supervised Learning: Tax-
onomy, Frontiers, and Applications” is organized by our
contact tutor on Jun 18th, 2023. This tutorial provides a com-
prehensive overview of the recent advancements in graph
self-supervised learning. It covers the taxonomy, frontiers,
and applications of graph self-supervised learning. The tu-
torial is highly related to the proposed tutorial, as it also
focuses on using graph data for Al model training.

7 Tutorial Materials

This tutorial is primarily based on the latest roadmap of unifying
LLMs and KGs [14], which has attracted over 500 citations in a
couple of months since it was published in 2024. The tutorial also
covers a series of follow-up research in this trending direction. This
includes RoG [8], GCR [10], ChatRule [7], LLM-DA [18], assessing
factual knowledge of LLMs with KGs [9], and evaluating CoT rea-
soning of LLMs with KGs [13]. Noticeably, the tutorial will not only
cover research from the presenters’ groups, but it will also present
research from diverse research groups in the whole community.
Some of these advancements include ToG [16], GNN-RAG [12], and
KG-FIT [2]. The tutorial presentation will include toy examples,
illustrative figures, and pseudocode to clarify the key concepts of
the methods discussed. Each section will feature a Q&A session,
and attendees are encouraged to ask questions at any time during
the tutorial. There are no copyright issues.
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