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1. DESCRIPTION - OBJECTIVES

How can we find patterns in a sequence of sensor measure-
ments (eg., a sequence of temperatures, or water-pollutant
measurements)? How can we compress it? What are the
major tools for forecasting and outlier detection? The ob-
jective of this tutorial is to provide a concise and intuitive
overview of the most important tools, that can help us find
patterns in sensor sequences. Sensor data analysis becomes
of increasingly high importance, thanks to the decreasing
cost of hardware and the increasing on-sensor processing
abilities. We review the state of the art in three related
fields: (a) fast similarity search for time sequences, (b) lin-
ear forecasting with the traditional AR (autoregressive) and
ARIMA methodologies and (c) non-linear forecasting, for
chaotic/self-similar time sequences, using lag-plots and frac-
tals. The emphasis of the tutorial is to give the intuition be-
hind these powerful tools, which is usually lost in the tech-
nical literature, as well as to give case studies that illustrate
their practical use.

NOTICE. : At SIGMOD, Prof. Dennis Shasha will be de-
livering a related but complementary tutorial, which focuses
on anomaly and burst detection in financial and scientific
time series.

2. OUTLINE

Similarity Search. We shall cover the need for similarity
search; the most popular distance functions (Euclidean, LP
norms, time-warping); the most successful indexing meth-
ods (R-trees [4], M-trees [2]; and the most popular feature
extraction methods from signal processing (DFT, Wavelets,
SVD), as well as Multidimensional Scaling and FastMap [3].

Linear Forecasting. We will cover the main idea behind
linear forecasting, the popular AR methodology [1] and the
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related multivariate regression; the powerful Recursive Least
Squares [7] method.

Non-linear/chaotic forecasting. We shall present the main
idea: the so-called “lag-plots” [6]. Then we will continue
with the ubiquitous ’fractals’, where we give the definitions
of 'fractal dimensions’, the intuition behind the major con-
cepts, algorithms for fast computation of fractal dimensions
[5]. We conclude with case studies on real datasets.

3. INTENDED AUDIENCE

Researchers that want to get up to speed with the ma-
jor tools in time sequence analysis. Also, practitioners who
want a concise, intuitive overview of the state of the art.
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