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ABSTRACT
With the growth of human population and urbanization, the need
for more efficient public transportation services has become crucial.
Passenger flow forecasting is a key factor that can help transit oper-
ators with better planning and scheduling.While many studies have
been focused on passenger flow forecasting in railways and Urban
Rail Transit (URT), the prediction of passenger flow in bus transit
systems remains largely unexplored. In this paper, we propose a
novel hybrid model to predict short-term passenger flow at bus
stops. This model extracts the spatial and temporal data patterns
using a combination of Graph Convolutional model (GCN), Con-
volutional Neural Network (CNN), and Long Short-Term Memory
(LSTM). Our experimental study shows that our proposed model
outperforms the baselines.
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1 INTRODUCTION
There is an increasing stress on traffic systems in recent years as
a result of the acceleration of urbanization and the growing hu-
man population. Intelligent passenger flow forecasting can provide
timely information needed for making traffic planning decisions. In
this paper, we focus on the short-term passenger flow forecasting
at bus stops, which is critical for bus transit operators to optimize
schedules in order to avoid crowdedness and provide passengers
with better transit services.

While many studies have been conducted for passenger flow
forecasting in railways and urban rail transit, the prediction of
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passenger flow for bus transit system remains largely unexplored.
Bus transit system differs from URT in terms of variability over
space and time, number of stops, number of vehicles, time schedules,
and passenger flow that prevent existing techniques to be directly
used in our problem.

In this work, we propose a hybrid model which extracts the
spatial and temporal data patterns using a combination of Graph
Convolutional model (GCN), Convolutional Neural Network (CNN),
and Long Short-Term Memory (LSTM) for short-term passenger
flow prediction at bus stops. In particular, we build separate model
components for capturing spatial dependencies between consecu-
tive bus stops from the inflow (number of people entering a bus
stop) and outflow (number of people exiting a bus stop) data and we
also use a graph structure to capture spatial correlations amongst
multiple bus stops. An LSTMmodel is further applied to capture the
temporal correlations of passenger flow. We evaluated the proposed
method using the historical data collected from the Port Authority
of Pittsburgh at a 15-min time granularity to predict the short-term
passenger flow at 87 bus stops located on one of the busiest routes
in Pittsburgh. Moreover, we did extensive experiments to compare
the accuracy of our proposed model and a few baselines. Our results
show that our model outperforms the baseline models.

2 RELATEDWORK
The passenger flow prediction can be classified in two types: long-
term and short-term. Long-term prediction refers to the forecasting
of changes in the volume of passenger flow over a long period of
time (e.g., a few months) and is usually used for public transit sys-
tem planning while short-term prediction forecasts changes in the
volume of passenger flow over a short time span (e.g., 15 minutes)
and is mainly used in real-time scheduling [1]. Most researchers
have focused on passenger flow prediction for transportationmodes
such as railways and urban rail transit, but they have rarely studied
bus transit systems.

Most early work for short-term passenger flow prediction em-
ployed conventional mathematical methods [2, 3] such as linear
models (e.g., Kalman filter) and time series analysis methods (e.g.,
Autoregressive Integrated Moving Average (ARIMA)) [4–6]. These
models are limited in their ability to capture complex non-linear
patterns from passenger flow over space (e.g., over consecutive
stops) and time. In contrast, neural networks have been shown to
outperform traditional empirical models because of their ability to
capture spatio-temporal and topological information. Some studies
have applied typical deep learning models [7, 8] or hybrid models
such as SVM-LSTM [9], Back Propagation Neural Network and
Markov Chain [10] and Principal Component Analysis and Back
Propagation Neural Network [11] for passenger flow prediction.
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Figure 1: Model Architecture

However, most of these studies either have focused only on the
railways and urban rail transit or they did not take the topological
structure of the transit network into consideration.

As mentioned, a limited number of work has been done for
short-term flow passenger prediction at bus stops. Wang et. al
[12] proposed a hybrid model consisting of two single models of
BP neural network and ARIMA time series model to predict the
short-term passenger flow at bus stops. Liu et. al [13] presented a
Stacked AutoEncoders-Deep Neural Network (SAE-DNN) model
to predict the hourly passenger flow in bus rapid transit stations.
However, topological structure of the bus transit network has been
overlooked and their experiments are limited to only a few bus stops.
Although, the CNN is widely used to model spatial dependence in
traffic systems, it has limitations on traffic networks with complex
topological structures. In recent years, the Graph Convolutional
Network model [14] has been developed to deal with this problem
and capture the structural feature of graph networks. To this end,
we propose a novel hybrid model that combines the CNN, GCNN
and LSTM models to capture both the spatial-temporal correlations
and topological structure in the bus network and unlike the previous
studies, we apply ourmodel to predict passenger flow on 87 different
bus stops in Pittsburgh.

The remaining of this paper is organized as follows. Section 3
presents our proposed model that predicts short-term passenger
flow at bus stops. Section 4 demonstrates our experimental results
conducted using a real-world dataset and section 5 summarizes this
paper and future work.

3 PROPOSED MODEL
In this section, we introduce the components of our proposed model.
This hybrid model detects the spatial and temporal dependencies
using a combination of GCN, CNN, and LSTMmodels. The architec-
ture of our proposed model is illustrated in Figure 1. We preprocess
all input data including inflow, outflow and graph data to obtain
the inputs for times 𝑡 − 𝑛 (n is tuned and set to 4) to t and predict
the output (passenger inflows) for time 𝑡 + 1. The first and second
process use the inflows and outflows respectively to capture the
spatial features and the third process uses the graph data to extract
the network topological information. Furthermore, the last process
contains the LSTM model to capture the temporal correlations and
predict the output data. In the following, we will provide more
details about the model architecture.

3.1 Neural Network Methodologies
In this section, we shortly describe the neural network methodolo-
gies used in our proposed model and their configurations:
CNN: A convolutional layer with 32 filters and a 3 × 3 kernel size
followed by a max-pooling layer are used to extract the spatial
features of each input data.
GCNN: We applied GCNN to capture the topological dependencies
in the bus network. Consider the graph as G = (V , E) where V
is the set of vertices and E is the set of edges that represent the
relationships between adjacent vertices, the GCNN function can be
defined as follows[14]:

𝐻 𝑙+1 = 𝜎 (𝐷̂−1/2𝐴𝐷̂−1/2𝐻 𝑙𝑊 𝑙 ) (1)

where 𝐴 = 𝐴 + 𝐼 , 𝐴 ∈ 𝑅𝑠,𝑠 is the adjacent matrix where s is the
number of bus stops, I is the identity matrix, 𝐷̂ is the diagonal
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node-degree matrix of 𝐴, W is the weight matrix of the 𝑙𝑡ℎ layer,
𝐻 ∈ 𝑅𝑠,𝑡 is the feature matrix where s is the number of bus stops, t
represents the number of historical time steps for each stop, and 𝜎
is an activation function like ReLU.
LSTM: we employed LSTM with 128 neurons to capture the tem-
poral correlations. In other words, LSTM is used to capture the
weights of different timesteps.

3.2 Inflow and Outflow Inputs
Inflow: historical inflow is the most important input for predicting
the output inflow. The real-time inflow and outflow in each bus stop
is obtained by the Automatic Passenger Counting (APC) system.
The inflow time series is defined as a 𝑆 ×𝑇 matrix where S is the
number of bus stops, T is the number of historical timesteps for
each stop and each cell carries the total number of people getting
on the busses that stop at the bus stop s at timestep t. Since the
bus stops belong to each route are ordered geographically, the
rows in the inflow matrix represent the adjacent bus stops. We
use the time series for timesteps t - 4 to t (4 is tuned using trial
and error) to predict the inflow for timestep t + 1. This data is the
input to a 32-filter convolutional layer followed by a max pooling
layer to reduce the computational cost by reducing the number of
parameters. Then, the data is flattened and fully connected. The
output data of this process is then the input into the feature-fusion
section.
Outflow: the outflow process is identical to the inflow process
except for the input data which is the passenger outflow instead of
the inflow. We build a different time series matrix in which each
cell carries the total number of people getting off the busses that
stop at the bus stop s at timestep t.

3.3 Graph-based Input
As mentioned before, we use a GCNN model to capture the impact
of the bus network topology. According to equation1, the graph
input for GCNN is defined and built as follows:

𝐺𝑟𝑎𝑝ℎ 𝐼𝑛𝑝𝑢𝑡 𝐷𝑎𝑡𝑎 = 𝐷̂−1/2𝐴𝐷̂−1/2 (𝐼𝑠,𝑡 ) (2)

where A is the adjacent matrix and 𝐼𝑠,𝑡 is the inflow matrix. It is
worth mentioning that to create the adjacent matrix we computed
the distance between each two stops using their latitude and longi-
tude and filled the matrix with the obtained values. The input data
is then being processed similar to what described for the inflow
and outflow process.

4 EXPERIMENTAL STUDY
4.1 Dataset
We received a one-year-long (2018-2019) historical data from the
Port Authority of Pittsburgh, which consists of the data coming
from the Automatic Vehicle Location (AVL) and Automatic Passen-
ger Counting (APC) systems for around 200 routes and 7,000 bus
stops in Pittsburgh. However, for the purpose of this study, we only
used the data of the bus stops located on the route “61C” in March
2019. 61C is one of the busiest routes in Pittsburgh and there are 87
consecutive stops on the path of this route which are also shared by
32 other routes. The timeline used in our experiments is between
5:00 am to 12:00 am (19 hours in total) for 21 workdays in March

2019 (595,516 records). Each record contains stop ID, stop name,
date, bus arrive and depart times, number of passengers boarding
and alighting, latitude and longitude of each stop, etc. This data is
processed to create the inflow and outflow time series according
to the structure that explained in previous section. As mentioned
before, the time granularity used in this study is 15 minutes (4 time
slots per hour) which results in the inflow and outflow to be shaped
as 87×(21×19×4) or 87(𝑟𝑜𝑤𝑠)×1596(𝑐𝑜𝑙𝑢𝑚𝑛𝑠) matrices. It should
be noted that about 12% of the input data was missing so imputed
with zero.

4.2 Model Configuration
We used data from the first 16 days of March 2019 (80%) to train and
data from the last 5 days to test (20%). The validation split rate is
set to 0.1 to calibrate the model. As mentioned earlier, we used the
flow from the previous five timesteps to predict the next one. The
convolutional layers are with 32 filters and 3×3 kernel size followed
by fully connected layers with 87 (number of stops) neurons. After
the feature fusion, the LSTM and final fully connected layers consist
of 128 and 87 neurons respectively. We computed the training loss
and validation loss for different number of epochs. both losses had
a significant vibration for the first 100 epochs but after that both
remained almost stable so we trained each model for 100 epochs in
total.

4.3 Baselines
We compare the accuracy of our proposed model with several base-
line models as described in the following:
CNN: three CNN models are used to process the three input data
(with 32 filters and kernel size 3× 3) and no LSTM model is applied
afterwards.
LSTM: three LSTM models are used to process the three input data
(with 128 neurons) and no CNN model is applied.
No-graph: the graph process is deleted from our proposed model
and the input data includes inflow and outflow.
Graph-only: only the graph process is kept in our proposed model
and the input data does not include the inflow and outflow.
Inflow-only: we only keep the inflow process and ignore the out-
flow and graph-based inputs.

4.4 Loss Function and Evaluation Metrics
The Mean Squared Error (MSE) is used as the loss function. The
optimizer is “Adam” with a learning rate of 0.001. We used two
more metrics to evaluate the model accuracy: Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE).

4.5 Experimental Results
We conduct two types of experiments depending on the input data
we fit our models with:
Comparison of the accuracy ofmodelswhenusing thewhole
day data: in this experiment, we use the input data with the same
structure that explained in section 4.1 to fit the models. The figures
in Table 1 indicate the accuracy of our proposed model and the
baselines in terms of RMSE and MAE. As you can see, our pro-
posed model outperforms the baseline models up to 20% and 29%
in terms of RMSE and MAE respectively. Moreover, Graph-only
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Table 1: Comparison of the accuracy of models when using
the whole day data

Model RMSE MAE
CNN 4.12 1.99
LSTM 3.42 1.62

No-graph 3.73 1.67
Graph-only 3.33 1.43
Inflow-only 3.92 1.76

Proposed Model 3.28 1.42

model performs better than the other baselines which proves that
the topological information has a significant impact on the passen-
ger flow prediction. The CNN has the lowest accuracy since it only
captures the spatial features.

Furthermore, Figure 2 shows the comparison of the actual and
predicted passenger flow at the stop 6th Ave at Smithfild. Predicted
passenger flow is computed for the test set that consists of the data
for the last five days of March 2019. As it can be seen, the predicted
values are in line (most of the time) with the actual values both in
peak periods and off-peak periods which approves the accuracy of
our proposed model. As shown, each day has several peek times and
when we look closely, it seems that the model did not predict very
well during the time interval between 10 am to 3 pm for the first
day of the week (03/25/2019). We checked the weather condition
on that day and found out that it was a rainy day so we believe one
of the reasons why the proposed model did not work well for this
time interval is because we did not take the external factors like
weather conditions into account.
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Figure 2: Comparison of actual and predicted passenger
flows for the stop “6th at Smithfield” during the last five
workdays of March 2019

Comparison of the accuracy of models for different time in-
tervals: we designed this experiment to test the accuracy of the
models for different time intervals. We divided the whole day into 4
time intervals including morning rush hour (5 am to 10 am), noon-
afternoon (10 am to 3 pm), afternoon rush hour (3 pm to 7 pm])

and evening (7 pm to 12 am). We then built four separate inflow
and outflow input matrices according to these time intervals. We
trained and tested our proposed models and the baselines (with
their previous configurations) using the new input data which led
to building four separate models (e.g. CNN1 (morning rush), CNN2
(noon-afternoon), CNN3 (afternoon rush), CNN4 (evening)), one for
each time interval. Figure 3 shows RMSE and MAE for values for
these models. This figure indicates that our proposed model in all
four time intervals outperforms their corresponding baselines by
up to 28%. Besides, the accuracy of all models is lower during the af-
ternoon rush hour compared to the other intervals which might be
due to larger variability over that time period. In overall, we believe
that there are stronger correlations between temporal features in
shorter time intervals and having separate models for separate time
periods of the day could provide us with more accurate predictions
for those time intervals.
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Figure 3: Comparison of the accuracy ofmodels for different
time intervals

5 CONCLUSION AND FUTUREWORK
In this study, we proposed a hybrid model which is the combination
of GCNN, CNN and LSTM to predict short-term passenger flow
at bus stops. We used the historical data from Port Authority of
Pittsburgh as our dataset and did extensive experiments to compare
the accuracy of our proposed model and several baselines. Our
results showed that ourmodel is more accurate than those baselines.
As the future work, we intend to use other input features such as
weather conditions that could affect the passenger flow. We also
want to consider other time granularity e.g. 10 min or 30 min and
compare the results with the current outcomes. We would also like
to run more experiments in bigger scale by using data from bigger
bus networks.
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